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THE MULTIVARIATE t-DISTRIBUTION ASSOCIATED WITH A 
SET OF NORMAL SAMPLE DEVIATES 

By E. A. OORNIsn* 

[Manu8cript received July 29, 1954] 

Sumnwry 
This paper gives a short account of the more important properties of the multi­

variate t-distribution, which arises in association with a set of normal sample deviates. 

I. INTRODUCTION 
The -multivariate t-distribution described herein was encountered in the 

course of a recent investigation of the frequency distribution of the spectro­
graphic error which occurs in the D.O. arc excitation of samples of soil and plant 
ash (Oertel and Oornish 1953). The original observations consisted of triplicate 
and sextuplicate determinations of copper, manganese, molybdenum, and tin in 
samples containing varying amounts of each of these elements, and it was found 
that the variance of measured line intensity was proportional to the square of 
the mean intensity. A logarithmic transformation stabilized the variance, 
which, for any individual element, could then be estimated from all the samples 
involving 1 hat element, and by subsequent standardization all the values of the 
new metri' could be placed on a comparable basis. The standardized variates 
appeared to be normally distributed, and it became desirable, for various reasons, 
to test this point. 

In providing tests of normality, two general lines of approach have been 
followed: 

(1) a normal distribution is fitted to the sample data, and the X2 test of 
goodness of fit is applied; 

(2) certain functions of the sample moments are calculated, and the 
significance of their departure from expectations based on the assumption 

of normality is examined, 
but neither of these procedures, as ordinarily used, was suitable owing to the 
particular nature of the data. For this reason, and as the situation is likely 
to arise frequently in practice, other means were sought to make the necessary 
tests. A very limited number of exact tests is available (Fisher 1946), and 
reasonably accurate approximate tests have been devised by Pearson and 
Welch (1937) using as a base either a standard test of type (2) above or the work 
of Geary (1935, 1936). To meet the situation, other exact tests for small samples 

* Division of Mathematical Statistics, C.S.I.R.O., Adelaide. 
A 
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are required to supplement those given by Fisher, and consequently this particular 

t-distribution has been studied because it offered distinct possibilities in this 

connexion. 

II. DISTRIBUTION FUNCTION OF NORMAL SAMPLE DEVIATES 

Suppose Xl) X 2, • •• ,xn is a random sample of observations from a normal 

distribution specified by a mean ~ and variance (}"2. 

Let 
n 

x= ~ xiJn 
i=l 

be the sample mean, and 
Yi=Xi-X 

be the deviates from the sample mean. The distribution function of one deviate 

is a classical result; Fisher (1920) gave the distribution of two deviates, and 

Irwin (1929) established the general non-singular distribution of (n -1) deviates, 

which, without loss of generality, may be assumed to be the -first (n-1). In 

conformity with the notation used herein, the general distribution may be stated 

in the following manner: 

If x~, X 2, ••• ,xn are distributed in a multivariate normal distribution with 

variance-covariance matrix (}"2In' * then YH Y2" . • ,Yn-l and x are distributed 

in a non-singular multivariate normal distribution with variance-covariance 

matrix 
V =(}"2 1- (n-1)Jn 

-lJn 

of order n X n. 

-lJn 
o 

-lJn 
(n-1)Jn 

-lJn 
o 

-lin 
-lin 

(n-1)Jn 
o 

o 
o 

o 
lIn 

The deviates yl) Y2" •. ,Yn-l are thus distributed independently of x. 

Alternatively, yl) Y2" .• ,Yn are distributed in a singular multivariate normal 

distribution with variance-covariance matrix 

(}"2 1- (n-1)Jn -lIn ~1/' I -lin (n-1)ln -lin 

I _ -lin -lin (n-1)ln 

of order n xn and rank (n-1). 

III. THE MULTIVARIATE t-DISTRIBUTION 

Let B denote the leading submatrix of order (n-1) X (n-1) in the matrix V 

of Section II. If 8 2 is an estimate of (}"2, based on v degrees of freedom and 

... The symbol I will designate the unit matrix, and the attached subscript will indicate its 

order. 
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distributed independently of YH Ys,' • . ,Yn-H the distribution' function of the: 
Y i and 8 may be written 

I B 1-1 vv/2 r f -y'B-'y/2 V-I -V8'/2aB * (27t)(n-l)/2 2(V-2)/2aVrvj2 . . . e 8 e dsdy, 
the multiple integral being taken over the region defined by the inequalities 

-00 <'Yi<'Yil i=1,2, ... ,n-l, 
0<,8 <,S. 

B-1 is the reciprocal matrix of B, and'y' is the row vector [YI Ys' .. Yn-l]' 
Make the non-singular transformation indicated by the matrix equation 

t=Qy, 
where Q is a diagonal matrix, whose diagonal elements are each equallio 

IJn "8 n-l' 
The jacobian is I Q 1-\ and the distribution function becomes' 

vv/2 f f I Q B Q' I-Ie -t'(QBQ')-'t/2e -V8'/2aB8v -ldtd8 (27t)(n-l)/22(V-2)/2avrvj2 . . . , 
in which the domain of integration is, defined by 

Since 

QBQ'= a 2 1 .' l 

-00 <,t;<,T;, 
0<,8 <,S. 

i=1,2, ... ,n-l, 

1 
-lj(n-l) 

-lj(n-l) 

-lj{n-l) 
1 

-lj(n-l) 

a2 
=2'R say, 

8 

it follows that 

( )
n-l 

I QBQ' 1-1= ~ I R 1-1, 

-lj(n-l) -I' 
-lj(n-l) 

1 

and integrating for 8 from 0 to 00, the multivariate distribution function of 
tl , t2,. • • ,tn- l is 

r(v+n-l)j21 R I-if f{1+t'R-ItjV)-(v+n-I)/2dt (1) (7tv)(n-I)/2rvj2 ... , .... 
the integral being taken over the region defined by the inequalities 

-00 <,t;<,T;, i=1,2, ... ,n-l. 
The limiting form of the distribution function (1), as v~ 00, is that of a. 

multivariate normal distribution with variance-covariance matrix R. 

* The notation rm/2 denotes r(m/2) throughout. 
AA 
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IV. PROPERTIES OF THE DISTRIBUTION 

(a) Mean Values 
The vector of mean values, E(t), is obviously null, and consequently the 

variance-covariance matrix is 

E(tt') =EC2(nn_1 )yy,) 

=E(1 )E(n ~1 YY') 
V 

cr2 (v -2) . cr2R 

= _v R v-2 ..... . . . . . . . . . . . . . . . . . . .. (2) 

(b) Distribution of Linear Functions 
Suppose 

x=Ht 

are any p < (n -1) linearly independent linear functions of the t i' The distribu­
tion of these functions can be derived directly but is more conveniently obtained 
from the corresponding result for normally distributed variates, namely, that if 
Yl' Y2" .. ,Yn-l are distributed in a multivariate normal distribution with 
variance-covariance matrix B, then the variates 

z=Hy 

are distributed in a multivariate normal distribution with variance-covariance 
matrix HBH'. 

The distribution function of the Zi is thus 

I HBH' I-! f fe - Z'(HBH')-'Z/2dZ (27t)P!2 •... 

'Over the region defined by the inequalities 

Zi<Zi' i=1,2, ... ,p, 
and consequently, the distribution function of 

x=Ht=HQy=Qz 
and s is 

v!v f f (27t)PI~2Iv-2)/2crVrv/2 . .. I QHBH'Q' l- ie-x'(QHBH'Q')-'x/2e -V8'/2cr'sv- 1dsdz 

{)ver the region defined by 

Since 

Xi<X i , 

s<8. 
i=1,2, ... ,p, 

QHBH'Q'= cr2HRH, 
S2 , 
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integration for s from 0 to 00 leaves the distribution of X H X 2, • •• ,xp in the form 

r(v+p)/2 I~ HRH' 1-1 f. . .J {I +x'(HRH')-lx/v}-(V+P)/2dx. .. (3) 

over the region defined by 
Xi <Xi) i=1,2, ... ,p, 

that is, a multivariate t-distribution of order p charapterized by the matrix (HRH')-I. 

(0) Marginal Distribution of tu t 2, ... ,tr 
The marginal distribution of tl) t2 , • •• A, r«n-l), follows from the 

previous result by taking 

·H= [I r :], 
and is thus a multivariate t-distribution of order r, characterized by the matrix 
Rl\ R j being the leading submatrix of order r Xr in R. The variance-covariance 
matrix is {v/(v-2)}Rl) and consequently, the variances and covariances of the 
marginal distribution are identical with their values in the original distribution. 
The limiting form of this distribution as v--+oo is the marginal multivariate 
normal distribution with varianc6-covariance matrix RI. 

(d) Conditional Distribution of tl) t 2, ... ,tr 
To find the conditional distribution of tl) t2,. • • ,tr when tr+H • •• ,tn- I are 

given specified values, first partition the matrix R-I so that it takes the form. 

[RI R3J 
R 3' R2 

where the submatrices Rl) R2, and R3 respectively are of orders r Xr, 
{n-(r+l)}x{n-(r+l)}, and rx{n-(r+l)} and the row vector t' so that 

t' = [tl • •• tr 1 tr+!· •• tn-I]' 
which may be written 

[ti t2]' 
Since 

[ I r 

-RaRl1 
. ] [RI R 3J [I r 

I n -(r+1) Ra R2 . 
- R11R 3] [RI 

I n -(r+l) = . R2~RaRl1RJ 
(4) 

on taking reciprocals 

(R2 - RaRl1 R 3)-1 = R2, 
where R2 is the submatrix in R corresponding to R2 in R-I. 

The marginal distribution of tr+H t r +2" •• ,tn- 1 may thus be written 

r{v+n-(r+l)}/2/ R2- RaRI 1R3/!{1+t'(R -R'R-IR )t / }-{v+n-(r+1)}/2dt (nv){n (r+1)}12rv/2 2 2 3 1 3 2 V 2' 
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Express the quadratic form t'R-lt as 

t'R-1t=t1R1t1 +2t2RStl +t2RsRI1Ratg+t2(R2-RsRI1Ra)t2' 

and take as the fixed set of values for the variables in t 2, the elements of a vector 
a. Using the determinantal relation found by taking determinants of both 
.sides of (4), the conditional distribution function of tl is 

r(v+n-I)/21 RIll {I+a'(R -R'R-1R )a/v}{v+n-(r+1)}/2 
7tVv/2r{v+n-(r+l)}/2 2 3 1 3 

1 1 13 11 13 2 313 dt f f( (t +R-1R a)'R (t +R-1R a)+a'(R -R'R-1R )a}-(v+n-1)/2 
X •••• l + V 1> 

(5) 

integration being taken over the domain specified by 

ti<T;, i=I,2, ... ,r. 
'The distribution function (5) is dependent upon the particular set of values 
{lhosen for the variables in the vector t 2, and its limiting form, as v_ 00, is the 
(londitional multivariate normal distribution of order r, with vector of means 
-R11R aa, and variance-covariance matrix Rl1. 

The mean value of tl is 

E(t)= r(v+n-l)/21 R, I! {1+a'(R -R'R -1R )a/v}{v+n-(r+1)}/2 
1 (7tv)r/2r{v+n-(r+l)}/2 2 3 1 3 

X f: 00 •• .J tIt 1+ (t, +R1 1R 3a)'R,(t, +Rl:R3aHa'(R2-RgR11R3a)} -<v+n - 1)/2dt,. 

To evaluate this integral, first make the change of variable 

tl +R11Raa=z; 

the jacobian is 1, and, omitting the constant factor, the integral becomes 

f
oo f ( z'R z+a'(R R'R-1R )a1-(v+n-1)/2 

-1 J ' 2 - 3 1 3 ... (z-R1 R,aljl+ dz 
-00 l v ) 

= -R1- 1R afOO f \ z'Rlz+a'(R2-R3'Rl-lR )a} -(v+n-1)/2 
3 ••• ')1+ . 3 

_ 00 l v dz. 

Since Rl is a real, positive definite symmetric matrix, the quadratic form z'Rlz 
may be reduced to a sum of squares, after which the integration is easily per­
formed, and finally yields 

E(t1)= -RI1Raa, ................ (6) 

which is a linear function of the elements of the vector a. The regression of 
tl on t2 thus exists and is linear. 
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The variance-covariance matrix is then 

E(t +R-1R a)(t +R-1R a)'= r(v+n-1)/2! Rlli {l+a'(R -R'R-1R )a/v}{v+n-(r+1)}/2 lIS lIS (1tv)r/2r{v+n-(r+1)}!2 2 3 1 3 

X f:oo' . .j(tl+R11Rsa)(tl+R11Rsa)' 

{1+ (tl+RllRsa),Rl(tl +Rl~Rsa)+a'(Ra-R3R11Rs)a} -(v+n-l)/2dtl> 

and this integral is also readily evaluated after making the congruent trans­
formation 

tl +R11Raa=Pz 
such that P'R1P=Ir • 

The variance-covariance matrix is 

v+a'(R2-RaRI1Ra)aR -1 
v+n-(r+3) 1 , 

.............. (7) 

which depends upon the particular values chosen for the variables in the veotor 
t 2• 

The limiting form of the matrix (7), as v-*oo, is Rl\ which is the variance­
covariance matrix of the limiting conditional multivariate normal distribution, 
independ~nt, as it should be, of :the values of the fixed variates. 

(e) Distribution Function of t'R-lt 
(i) From the transformation of Section III 

t=Qy, 
and so 

t'R-1t=y'Q'R-IQy 
n 

= ~ y7/S2• 
i=l 

Consequently 
t'R-1t!(n-l) 

is distributed as e2z with (n-l) and v degrees of freedom. 
(ii) The distribution of t'R-lt may now be examined when the variables 

are subject to the linearly independent linear homogeneous conditions repre­
sented by the matrix equation 

St=o, 
where S is of order p x(n-l) and rank p«n-l). 

Construct the matrix H suoh that 
HRH' = In- p- 1, 

and 

HRS'=O, 
and make the non-singular transformation 

X=Pt=[~}. 
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The distribution function of t'R -It thus becomes 

I PRP' I-W(v +n-1)/2f J{1 +x' (PRP')-lx/v}-(v+n-l)/2dx 
(7tv)(n-l)/2rv/2 . . . , 

where the domain of integration is defined by 

x'(PRP')-lX<:;Q, say. 

Now impose the conditions 
St=O. 

This makes 
Xn-p=Xn-p+l = ... =xn- l =0, ............ (8) 

and, using the results of Section IV (d), the conditional distribution of 
xl! X 2, • • "xn- p- l when (8) holds is 

r(v+n-l)/2 f f '/ ) ('1+ 1)/2d (7tv)(n-p -l)/2r(v+p)/2 ... (1+XIXl V - n- xl! 

where Xl is the vector [Xl! X 2, • • "xn - p- l ] and the integral is taken over the region 
defined by 

X~Xl<:;Q. 

A spherical polar transformation in (n -p -1) dimensions, followed by a change 

of variable which makes the square of the radius vector equal to +'1 X2 reduces 
v p 

this integral to the form 

r(v+n- 1l/2 fQ (x2l(n-p -3)/2{1 +x2/(v+p)} -(v+n-l)/2d(x2l 
(v+pl(n- p 1)/2r(n-p-ll/2 r(v+pl/2 0 ' 

.................. (9) 

which is equivalent to Fisher's z-distribution with (n-p-1) and (v+p) degrees 
of freedom. The transfer of p degrees of freedom from one set of degrees of 
freedom to the other is a consequence of the fact that the conditional distribution 
is dependent upon the values of the fixed variates. 

n 

The distinction between the distribution (9) and that of t'R-lt= ~ Y7/s 2 

i=l 
when the Y i are subject to the restrictions Sy = 0, should be noted. The latter 
distribution is, of course, Fisher's z-distribution with degrees offreedom (n-p -1) 
and v. Since s is essentially positive, either set of restrictive conditions then 
implies the other, and at first sight it might seem that the two distributions are 
identical. 

(f) Distribution Function of t' At 

The distribution function of the quadratic form t'At, of rank r<:;(n-1), 
is given by 

r(v+n-1)/2 I R I-if .. . f(1 +t'R-lt/v)-(v+n-1)/2dt, 
(7tv)(n 1)/2rv/2 
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where the domain of integration is defined by 
t'At<Q. 

Make the congruent transformation 

t=Hx, 
the matrix H being chosen so that 

HR-IH' =In- H 
and 

HAH'=A, 

539 

where A is a diagonal. matrix whose diagonal elements are the roots of the 
equation 

I AR-I_A 1=0, 
or, alternatively, the latent roots of the matrix RA. 

The jacobian is I R I!, so that the distribution function becomes 

r(v +n -1)/2 J ... J(l +x'x/v) -(v+n-l)/2dx (7tv)(n-l)/2rv/2 ' 
the integral being taken over the region defined by 

or 
x'Ax<Q, 

, 
1: Aix~<Q, 
i~l 

where All 1'2" •• ,1., are the non-zero latent roots of RA . 
.After integrating for x r +1' X r +2, • • • ,Xn- l , the distribution function becomes 

r(v+r)/2 J J(l . /) (v+r)/2d (10) (7tv)r/2rv/2 . .. +XIXI V - Xl" ..... 

where Xl is the vector [Xl X 2 • • • xr ], and the domain of integration is defined by , 
1: Aix~>Q. 
i~l 

Consequently, the necessary and sufficient condition that the distribution 
function (10) is equivalent to the z-distribution with degrees of freedom r and v, is that the non-zero latent roots of the matrix RA are all equal to unity. 

V. PARAMETRIC VALUES OF THE MULTIVARIATE DISTRIBUTION 
In further discussion of the conditional distribution and of regression and ()orrelation among the t-variates, consideration is given in particular to the case 

r =1, since this value is of the greatest importance in practice. 

(a) Conditional Distribution 
The determinant 

I R I =nn-2/(n-1)n-I, 
and, if Rij denotes the co-factor of the (ij)th element in I R I, then 

R ii =2nn- 3/(n-1)n-2, 
Rij=nn-3/(n-1)n-2, i*j, 
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and hence 

R-l=\- 2(n-1)/n 
(n-1)/n 

l (n~l)/n 
Taking r =1, the relation 

gives 

E. A. CORNISH 

(n-1)/n 
2(n-1)/n 

(n-1)jn 

[ Rl R3J 
R-l= Rs R2 

Rl =2(n-1)jn, 
and 

(n-1)/n -I 

(n-1)jn JI 
2(n~1)jn . 

R3=[(n-1)jn (n-1)/n . .. (n-1)/n], 

a row vector of order (n-2). 

The conditional mean value of the variate tl is then 

n-l 

-R11R 3a= -t ~ aj" 
;=2 

Moreover, 

R2-RsR1IR3= 1-- 3(n-1)/2n 
(n-1)/2n 

(n-1)j2n 

and hence 

(n-1)/2n 
3(n-1)j2n 

(n-1)j2n 

(n-1)j2n­
(n-1)j2n 

3(n-1)j2n_ 

'1 . 2 v+a'(R2-RsR1 R3)a=v+~3(n-1)a;j2n+2 ~ (n-1)aj ak/2n. 
j ;<k 

The conditional variance of the variate tl thus becomes 

v+3(n-1)~a;j2n+(n-1) ~ ajakjn 
j j<k n 

2(n-1)' v+n-4 

and the average value of this quantity, for all possible values of a2, a3, • • • ,an- H 

is 

3(n-1) v n-1 v 
v+ -2n-(n-2)v-_-2 --n-t(n-3)(n-2)(-v-_-2-)(n-_-1) n v n 

v+n-4 2(n-1)=v-22(n-1r 

(b) Regression and Oorrelation 

From (2), the variance-covariance matrix of the determining variates 
t2, t3,. . . ,tn-l is 

V 

v_2 R2, 
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of which the determinant is 

2nn-3 (_V_)n-2 
2 v-2 ' 

and, consequently, the reciprocal matrix 

[ _v J-1=1- 3(n-l) v-2 
v_2 R2 2n v 

n-l v-2 

n-1 v-2 
~ v 

3(n-l) v-2 

n-l v-2-
2n v 

n-l v-2 
2n v 2n v 2n v 

n-1 v-2 n-l v-2 3(n-l) v-2 
2n v 2n v 2n v 

Also from (2), the covariance of tl with each of t2, t3' . . . ,tn-1 is 

-vj(v-2)(n-l), 

so that the vector of regression coefficients in the multiple regression of t] on 
t2, t3' . . . ,tn-l is 

-R - - 1 [
V J-1 1- -v - \-v-2 2 (v-2)(n-l) - -"2 

-v I 
(v-2)(n-1) -t 

-v 
-t (v-2)(n-1) 

in agreement with the coefficients of the linear function for the conditional mean 
value of t1• 

The residual variance of tl with respect to t2,t3,. . . ,t._l is 

_v R 
v-2 

V 

v_2 R2 I 

v n 
v-2 2(n-1)' 

independent of the values of the determining variates, and equal to the average 
conditional variance given above. 

The square of the multiple correlation of t1 with t2, t3' . • . ,t.-l is 

I v~2R I 
1 _v_ I v_ I =(n-2)j2(n-l), 

v-2 v_2 R2 
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and the partial correlation of tl with tj (j =2,3, .. .. n-I) is 

( v )n-2 
- '.1-2 R1j 

J( )n':"2 ( )n-2 
v~2 Rn v~2 R jj 
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