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Abstract 

A surprisingly large amount of information about atmospheric dynamics can be obtained by 
studying the fluctuations of the amplitude and phase of radar echoes back-scattered from 
density irregularities. The method has been extensively used by the Atmospheric Physics 
Group at the University of Adelaide, and elsewhere. In the present paper these techniques are 
traced back to their origin in the pioneering work of J. L. Pawsey in the 1930s, and followed 
through to the present day. The reasons which led to the construction of the large antenna 
array near Adelaide (the 'Buckland Park array') are explained, and the observations which 
can be made with it are described. These include radar measurements of winds, turbulence 
and momentum flux in the height range 60 to 95 km. Plans for instrumental improvements 
and for future work are outlined. The paper is not intended to be a general review of the 
field, but rather a history of a technique and its development in the research groups with 
which the author has been associated. 

1. Introduction: The Work of J. L. Pawsey 

This paper will adopt a historical approach. I propose to trace the history of a 
group of radar techniques which have been used extensively by the Atmospheric 
Physics Group at the University of Adelaide. The group has used many other 
techniques over the years, not included in the present paper; for example, radar 
observations of meteor trails, and lidar and acoustic sounding of the atmosphere. 
However, the techniques to be described have always formed a continuing and 
central component of the work, and the largest instrument of the group, the 
'Buckland Park array'., was built to exploit these techniques. They involve study 
of the 'fading' (i.e. temporal fluctuations of amplitude and phase) of radar echoes 
returned from atmospheric inhomogeneities. The aim is to discover what these 
fluctuations can tell us about atmospheric dynamics, and to derive the maximum 
possible amount of information from them. 

The fading of radio signals has been observed ever since radio waves were 
first used for communication, but from the point of view of the present paper 
the seminal work was undoubtedly that of J. L. Pawsey carried out in the 1930s. 
Pawsey graduated from Melbourne University and went to Cambridge in 1931 
to work in J. A. Ratcliffe's radio group at the Cavendish Laboratory. (It is of 
interest that H. S. W. Massey did the same just two years earlier; he went to 
work under Rutherford.) Ratcliffe gave Pawsey the task of finding out more 
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about the causes of the fading of echoes reflected from the ionosphere. The 
fluctuations appeared to be random, and had fading times of the order of seconds. 
Pawsey decided to find out over what horizontal distances the fluctuations were 
correlated, and to do this he set up two radio receivers whose separation could 
be varied. It was necessary to record the echo strengths on the same chart, and 
in his paper (Pawsey 1935) he describes how this was done: 

'The intensity variations of the chosen echo were recorded by a semi-automatic 
device which worked in the following manner. Potentiometers were arranged 
at each receiver, the outputs from which, carried by lines to a common point, 
actuated two Einthoven galvanometers which recorded the potentiometer settings 
on the same moving film. To each potentiometer was attached a pointer which 
moved over the region on the face of the oscillograph in which the echo under 
study was situated. An observer at each receiver continually adjusted his pointer 
to coincide with the tip of the echo pattern, and so recorded the intensity 
changes.' 

The key observation was that on one occasion, for a receiver spacing of 140 m, 
the intensity changes were similar but showed a consistent time displacement 
of about 1 s. Pawsey interpreted this as evidence for a wind at the level of 
reflection of the radio wave. He used diffraction theory to show that if the 
reflecting stratum behaves as a random diffracting screen, then moving the screen 
a certain distance will cause the diffraction pattern formed on the ground to 
move twice as far. Therefore, he halved the velocity of 140 ms-1 to obtain a 
wind speed of 70 ms-1 at the reflection level. This factor of 2 arises because the 
upgoing radio wave is not a plane wave but comes from a point source; it later 
became known as the 'point-source effect'. (For future reference, it is useful to 
note that a geometrically equivalent statement of the point-source effect is the 
following: if the source moves a distance -X, the screen being stationary, then 
the diffraction pattern moves + X. In this form the result can be experimentally 
tested; see Section 3.) 

In another application of diffraction theory, Pawsey showed in the 1935 paper 
that observations of the scale of the diffraction pattern formed over the ground 
could be used to deduce the degree of angular spreading of the downcoming 
radio waves. For a smooth reflector, waves would be returned only from the 
zenith, but for the actual ionosphere Pawsey showed that back-scattering occurs 
for angles up to ±20° off-zenith. 

At this point the investigations appear to have ceased, probably because of 
the looming Second World War. There were more urgent radar matters to be 
attended to than winds in the upper atmosphere. 

2. Work at Cambridge, 1946-1962 

Ratcliffe returned to Cambridge from wartime radar work in 1946 and started 
to re-establish his research group at the Cavendish. I joined his group as a research 
student shortly afterwards. Ratcliffe wished to follow up Pawsey's method as a 
means of measuring winds in the upper atmosphere, few other methods being 
available at that time. Several research students were involved in this line of 
work (S. A. Bowhill, B. H. Briggs, S. N. Mitra, G. J. Phillips, D. H. Shinn and 
later M. Spencer). We soon realised that there was a problem in applying the 
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Fig.1. (a) A changing pattern E(x, t) moves with velocity V 
past two antennas to produce records El (t) and E2 (t). (b) The 
cross-correlation function P12(T) between El(t) and E2(t) has 
a maximum value at a lag Tm, smaller than the 'correct' value 
eo/V. 
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method in its simple form because, unless the atmospheric motion is completely 
non-turbulent, the diffraction pattern on the ground will change in form as it 
moves. (Pawsey himself had suggested that turbulence as well as winds might 
well be an important cause of fading.) In this case it is not difficult to show that 
the velocity obtained by dividing the receiver separation by the time displacement 
of the fading curves will give a velocity which is too large. 

In order to see this consider the situation shown in Fig. la. Two antennas, 
separated by a distance ~o, are used to record the signal strengths E1(t) and 
E2 (t) due to the passage of the pattern E(x, t). This pattern is assumed to 
move with a velocity V along the x-axis, but also changes as it moves. [We 
consider a one-dimensional Case for simplicity; the real pattern is, of course, 
two-dimensional. Also, we assume that just the amplitude of E(x, t) is recorded, 
so that E1 (t) and E2(t) are real. In early work the phase was not used, but 
in most recent work both amplitude and phase are used and combined to form 
complex time series.] 

The time displacement between El(t) and E2(t) is best found by plotting the 
correlation coefficient between the two time series as a function of the relative 
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shift 7. This function P12 (7) is called the cross-correlation function, and its form 
is shown in Fig. lb. Suppose it has a maximum for a time shift 7 m • This time 
shift tells us the time difference which makes the two time series resemble each 
other most closely. The maximum correlation will be less than unity, because 
the pattern E(x, t) is changing as it moves, and so the detailed shapes of the 
fluctuations El(t) and E2(t) will be different. More important, the time shift 
7 m will be less than the 'correct' value ~o/V. This is because, by introducing 
a smaller time shift than the 'correct' one, we reduce the amount of random 
change, and therefore obtain a higher correlation. Indeed, if V = 0, so that the 
only temporal changes are the random ones, the cross-correlation function will 
have its maximum at 7 m = O. A pattern of this type can be visualised as being 
like the surface of boiling porridge. 

Although we know that 7 m is going to be less than the 'correct' value, we can 
still define an 'apparent' velocity V' as 

(1) 

but we expect V'to be greater than V, unless the atmospheric motion is 
completely non-turbulent. 

p(~) p('t) 

Ah, 
o ~1 

(a) (b) 

Fig. 2. (a) The form of the spatial correlation function for 
a random pattern with a characteristic scale 6. (b) The 
form of the temporal correlation function for a pattern with a 
characteristic time scale (or lifetime) n. 

It thus became clear that, in order to obtain the correct wind velocity, a model 
was needed by means of which a correction could be applied to allow for the 
effects of the random changes. Consider first a pattern which changes randomly, 
but does not move systematically (like the boiling porridge mentioned above). 
Such a pattern will have a characteristic spatial scale, and a characteristic time 
scale. For a Gaussian model, we can write the 'spatio-temporal' correlation 
function as 

p(~, 7) = exp { _ (~22 + ~:) }, (2) 

where ~ is a spatial increment, and 7 a time increment. Thus, if at one instant 
(7 = 0) we were to plot the correlation coefficient as a function of antenna 
separation ~, we would obtain a spatial correlation function of the form shown 
in Fig. 2a. The separation ~l at which the correlation falls to e-1 is a good 
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definition of the pattern's characteristic scale. Conversely, if at one point (~= 0) 
we were to plot the correlation as a function of temporal shift T, we would obtain 
a curve like that in Fig. 2b. This is usually called the autocorrelation function, 
Pll(T). The time shift T1 for which the correlation falls to e-1 is a good measure 
of the characteristic time scale (or lifetime) of the random temporal fluctuations. 

Now consider the same pattern moving over the ground with velocity V. 
An observer moving with the pattern would still describe it by equation (2). 
However, an observer fixed with respect to the ground would have to make the 
coordinate transformation 

X' = x+ Vt, t' = t, 

and so the spatial and temporal increments e, T' for the fixed observer would 
be related to those for the moving observer by 

T' =T. (3) 

Making these substitutions in (2) we obtain 

(4) 

This is the basic equation we need to describe a pattern which moves with 
velocity V and also changes as it moves. For future use, we now drop the primes 
in (4). 

Consider now the application of this model to an experiment of the type 
carried out by Pawsey, and suppose the antenna separation is ~o. The predicted 
cross-correlation function P12 (T) is 

(5) 

By differentiating with respect to T, this can be shown to have a maximum 
value for 

(6) 

(see Fig. Ib). The apparent velocity V'is therefore 

V' = ~o = V2 +~UTf 
Tm V 

(7) 

This is clearly greater than V, as expected, unless the term ~UTf is zero. 
The only way this term can be zero is if T1 ~ 00, i.e. the random changes are 
characterised by an infinite lifetime, which just means that the pattern is not 
changing as it moves. 
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We cannot find all the unknowns in the model just by fitting (5) to the observed 
cross-correlation function. However, we can also observe the autocorrelation 
function, by using the time series obtained at one point, and correlating it with 
itself for variable time displacements (Fig. 2b). According to the model, this 
function is given by 

Pll(T) =p(O,T) =exp { - (~: + T~2)T2}. (8) 

By fitting the observed cross- and autocorrelation functions to (5) and (8), it is 
a straightforward matter to determine the three unknowns of the theory, namely 
6, T1 and V. Note that V is the true velocity. All three quantities are of 
practical interest. 

The pattern scale e 1 is related, as Pawsey showed, to the extent of the angular 
spreading of the downcoming radio waves. In fact, the angular power spectrum as 
a function of s /).. (where s is the sine of the off-zenith angle () and ).. is the radar 
wavelength) can be shown to be the Fourier transform of the spatial correlation 
function p(e) (Ratcliffe 1956). For the present model with p(e) = exp( -e /e~), 
the angular power spectrum W (s) is therefore given by 

(9) 

where 
(10) 

The pattern lifetime T1 is related, as will be shown in Section 6, to the 
turbulent velocities of the atmospheric scatterers, and hence to the turbulent 
energy dissipation rate. The true pattern velocity V gives, of course, the 
horizontal wind velocity ~V. 

This model needs to be extended to the two-dimensional case and to a triangle 
of three receiving antennas in order to be applicable in practice. This extension 
is straightforward and will not be given here. It does introduce one new feature; 
the pattern need not be isotropic in the sense that its 'scale' is the same in all 
directions. It may be systematically elongated in a particular direction, which is 
related to a corresponding elongation of the scatterers. This possibility is allowed 
for in the full theory, and parameters describing the degree and the direction of 
the elongation are derived. 

The correlation technique described above is equivalent to that in the original 
papers (Briggs et al. 1950; Phillips and Spencer 1955), but presented rather 
differently in a way which I hope is easier to follow. A similar treatment for 
the two-dimensional case can be found in Briggs (1984). The general theory 
does not assume that the correlation functions are Gaussian, but allows them to 
be of a general form. The Gaussian functions were introduced here mainly to 
simplify the explanation; however, we will see in Section 5 that there may be 
some theoretical justification for assuming this form. 

The theory was never extensively employed at Cambridge because at that 
time digitisation of records had to be done by hand and was very tedious; 
electronic computers also were in their infancy. Some use was made of EDSAC, 
the early computer at Cambridge, which used valves. The results showed that 
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Fig. 3. (a) A moving and changing 
pattern is observed by a row of 
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Fig. 4. Plan view of the Buckland Park antenna array. Note the transmitting antennas 
adjacent to the main receiving array. 
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the correction for random changes was quite important, and the true velocity 
was often considerably less than the apparent velocity. In view of the somewhat 
arbitrary assumptions of the model it was not universally accepted as a method 
for obtaining the true velocity. 

3. Work at Adelaide: The Buckland Park Array 

In 1962 I left Cambridge and joined the Department of Physics at the University 
of Adelaide. Dr W. G. Elford was already measuring winds in the height range 
80-100 km using a meteor radar technique (Elford 1959). It seemed appropriate 
to supplement these observations using the spaced-antenna technique. However, 
the technique was controversial for the reasons mentioned above, and there were 
even concerns about the validity of the point-source effect. It appeared that both 
these issues could be settled one way or the other by building a large array of 
receiving antennas, so that the pattern motion could be observed more directly. 

The idea is illustrated in Fig. 3. Again, I will use the one-dimensional case for 
illustration. Fig. 3a shows the pattern moving in the x-direction with velocity 
V and changing as it moves. The pattern is shown at two times, t = 0 and 
TO. The crosses represent a line of receiving antennas, equally spaced along the 
ground. With such an array we can actually determine the form of the pattern 
at the two times, and -then plot a cross-correlation function by displacing the two 
curves relative to each other and plotting the correlation as a function of spatial 
shift. The expected form of this function is shown in Fig. 3b. The maximum 
correlation occurs at some shift ~m' say, but it is less than unity because the 
pattern has changed its form in the time TO. However, since this method of 
analysis introduces no time shifts, the value of ~m is not subject to bias by the 
random changes. The true velocity is therefore given by V = ~m/TO. 

In practice a two-dimensional array of antennas will be required, and the 
vectorial displacement of the pattern in the time TO must be determined. If this 
displacement is Tm, then the true vectorial velocity V is given by 

V= Tm. (11) 
TO 

By building a large array of antennas, it would be possible, then, to compare 
the velocity obtained from (11) with that obtained using only three antennas 
of the array, using the more controversial correlation analysis to correct for the 
effect of random changes. 

Dr Elford and I together designed a suitable array, to operate at 2 and 6 MHz. 
Situated about 40 km north of Adelaide, it has become known as the Buckland 
Park array. We knew that the array would have to be at least 1 x 1 km2 in size 
in order to encompass several maxima of the diffraction pattern on the ground. 
We finally decided on a circular shape 1 km in diameter containing 89 pairs of 
crossed dipoles (Fig. 4). Each of the dipoles has its own buried coaxial feeder line 
running to the central laboratory. There the outputs of 89 radio receivers were 
digitised and recorded on magnetic tape. The output voltages were also used 
to control the brightness of 89 light globes, arranged in the same configuration 
as the antennas, so that the motion of the pattern over the ground was made 
visible. A piece of ground glass placed over the globe array acted as a diffuser 



F
ig

. 
5.

 
To

p:
 

A
 s

eq
ue

nc
e 

o
f 

p
at

te
rn

s 
re

co
rd

ed
 a

t 
0

·7
5

 s
 i

nt
er

va
ls

 w
he

n 
re

fl
ec

ti
on

 w
as

 f
ro

m
 a

 s
po

ra
di

c 
E

 l
ay

er
 a

t 
a 

he
ig

ht
 o

f 
10

0 
km

. 
B

ot
to

m
: 

A
 s

eq
ue

nc
e 

o
f 

p
at

te
rn

s 
re

co
rd

ed
 a

t 
0

·5
 s

 i
nt

er
va

ls
 w

he
n 

th
e 

ra
di

o 
ec

ho
 w

as
 f

ro
m

 w
ea

k 
sc

at
te

ri
ng

 i
rr

eg
ul

ar
it

ie
s 

at
 a

 h
ei

gh
t 

of
 

96
 k

m
. 

D
ir

ec
ti

on
 o

f 
p

at
te

rn
 m

ot
io

n 
is

 i
nd

ic
at

ed
 i

n 
th

e 
to

p
 l

ef
t-

ha
nd

 c
or

ne
r.

 
(A

ft
er

 F
el

ga
te

 1
97

0.
) 

o [ i ~.
 

g,
 
~
 I ... o· f ~. .... t»
 

C1
1 



136 B. H. Briggs 

and produced a smooth picture. The moving pattern could be photographed with 
a cine-camera. Transmitting arrays consisting of four dipoles each were situated 
adjacent to the large array (Fig. 4). 

Construction commenced in 1965 and the first results were obtained in 1968 
(Briggs et al. 1969). Golley and Rossiter (1970) showed that the velocity obtained 
using three antennas agreed well with the velocity obtained using the whole array, 
provided the effects of random changes were allowed for, and provided the spacing 
of the three antennas was not too small. This· was an important result, because 
it meant that the more economical three-antenna method could be adopted as 
a routine technique. Felgate (1970) was able to verify the correctness of the 
point-source effect in the following way. A low-power transmitter was switched 
rapidly from one antenna of the large array to an adjacent one, a distance of 
91 m. The rest of the array was used to observe the resultant motion of the 
whole diffraction pattern, which was found to be 91 m in the opposite direction. 
As explained earlier, this is geometrically equivalent to the point-source effect, 
and it justifies dividing the pattern velocities by a factor of 2, as Pawsey did, in 
order to obtain the wind in the upper atmosphere. 

Fig. 5 shows two types of pattern revealed by the globe display. Fig. 5 (top) 
is a sequence of patterns, recorded at 0·75 s intervals, when reflection was from 
the ionospheric sporadic-E layer at a height of 100 km. Close inspection shows 
that the pattern is dominated by sets of parallel fringes, as sketched in the 
top left-hand corner. The sporadic-E layer was totally reflecting, and probably 
distorted by wave motions, so that multiple reflection points occurred. Each pair 
of reflection points will produce a set of Young's interference fringes. Since the 
pattern motion is dominated by the motion of these fringes, such occasions are 
not suitable for measuring the wind at the reflection level. 

By contrast, Fig. 5 (bottom) shows patterns obtained when the echo was due 
to weak partial reflections from a height below the E region. These echoes, which 
occur in the height range 60 km upwards, were studied by Gardner and Pawsey 
(1953). The patterns are seen to be of a random form; in fact fringes were never 
observed when using these weak scatter echoes (Felgate and Golley 1971). The 
velocity obtained at these heights should be reliable, and should represent the 
wind in the neutral air, because the collision frequency between ions and neutrals 
is large enough to ensure that the ionised irregularities are carried along by the 
wind. 

The extension of the spaced-antenna technique to utilise the weak partial 
reflections was an important advance, because it enabled winds to be observed 
simultaneously over a wide range of heights. The method was pioneered by Fraser 
(1965) at Christchurch, New Zealand. Because of the weakness of the echoes it 
requires the use of high transmitter powers and sensitive radio receivers. 

Dr R. A. Vincent joined the University of Adelaide group in 1970. He has 
continued to develop and improve the spaced-antenna technique. An important 
advance was to make use of the phase as well as the amplitude of the 
echoes. Coherent detectors provide in-phase and quadrature components, and 
the signals are coherently integrated over a number of pulses to improve the 
signal-to-noise ratio. Winds are computed in real time every 2 minutes and at 
2 km height intervals in the 60-95 km height range. The system can operate 
unattended. 



Observations of Atmospheric Dynamics 137 

This facility has produced an extremely valuable data base which can be 
analysed to give information about atmospheric dynamics on many different time 
scales. The prevailing winds are important for studies of the general circulation 
of the atmosphere. Planetary-scale waves, having periods in the range 2-5 days, 
can be studied. Tidal oscillations with both the solar and lunar periods are 
evident in the data, and can be used to test theoretical models. The shortest 
period variations in the winds, with periods as short as 5 min, are due to internal 
gravity waves. The importance of wave motions in coupling different levels of 
the atmosphere by transport of energy and momentum will be discussed later 
(Section 7). It is impossible to discuss all these results in the present paper and 
I must refer the reader to the following reviews: Vincent (1984a, 1984b, 1990). 

In 1985 a small VHF radar operating on 54 MHz was constructed adjacent 
to the main Buckland Park array (see Fig. 4). It has a 90x90 m2 transmitting 
antenna and three spaced receiving antennas. It measures winds in the height 
range 2-15 km by the spaced-antenna technique, making use of scattering from 
inhomogeneities in the neutral atmosphere (Vincent et al. 1987). The introduction 
of the spaced-antenna radar technique for observations in this height range is 
due to Vincent and R6ttger (1980). 

4. Image Forming 
Patterns such as those shown in Fig. 5 are of limited value for studying the 

nature of the atmospheric scatterers. They are Fresnel diffraction patterns, and 
the details can be expected to bear little relation to the actual structure in the 
atmosphere. A focussing or imaging system is needed, and such a system must 
make use of both the phase and the amplitude at each point in the pattern. 

Fig. 6 shows how this was achieved, using processing by ultrasonic waves (Briggs 
and Holmes 1973; Holmes 1975). The intermediate frequency outputs of each of 
89 receivers, at a frequency of 455 kHz, were used to drive a set of piezoelectric 
transducers, arranged in the same configuration as the 89 dipole antennas of the 
array. This array of transducers was at the top of a cylindrical water tank. At the 
bottom of the tank a similar array of transducers converted the acoustic signals 
back into voltages. Imagine, for the moment, that an 'acoustic lens' is placed in 
the tank one focal length above the bottom. Then the upper transducer array will 
launch a wave which is focussed by the lens onto the array at the bottom of the 
tank. For example, reflection from a perfectly smooth horizontal ionospheric layer 
would induce equal phases and amplitudes in each of the transmitting transducers 
at the top of the tank, and the wave launched into the tank would focus to a 
point at the centre of the lower transducer array. A plane wave arriving from 
some off-zenith angle would induce voltages having a linear phase gradient across 
the upper transducer array, and this would focus to a point displaced from the 
centre of the lower array. The geometrical factors were arranged in such a way 
that the edge of the lower array corresponded to a real off-zenith angle of 28°. 

How is the 'acoustic lens' in Fig. 6 to be produced? Fortunately it was not 
needed; the diagram is only schematic. The effect of a lens was produced by 
arranging the upper transducers to be on the surface of a sphere, whose centre 
was at the centre of the lower array. The final image was made visible with 
an array of light-emitting diodes, and the voltage for each image point was also 
digitised and recorded on magnetic tape. 
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Fig. 6. Schematic diagram of the 
ultrasonic image-forming system (see 
text for a full description). 

Fig. 7. Images produced by the ultrasonic image former when the echoes were from totally 
reflecting ionospheric layers, Left to right: a single reflection point at the zenith; a single 
reflection point off-zenith (indicating layer tilt); three reflection points (indicating a distorted 
reflecting surface allowing multiple 'glints'); and four reflection points. 

Fig. 7 shows some images produced by the image former. Reflections were 
from totally reflecting ionospheric layers and, as anticipated, the images show 
multiple reflection points or 'glints', but with the main reflection coming from 
close to the zenith. Unfortunately, the system could not be made sensitive enough 
to study the weak partial reflections in the height range 60-95 kIn which are 
used to measure winds. Also, the system was difficult to maintain. 
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The ultrasonic image former is an analogue computer for two-dimensional 
Fourier transforms. It is a parallel computer; all image points are computed 
simultaneously. The transducers and water tank could now be replaced with 
a digital computer. However, it would still be a somewhat formidable task to 
maintain 89 sensitive radio receivers, which must have stable gains and phase 
shifts. It is a project which the group would like to pursue again at some future 
time, and there are tentative plans to use 30 receivers, each connected to three 
dipoles of the array (see Section 8). 

5. Measurement of Atmospheric Turbulence 

In the early 1980s, Dr W. K. Hocking began measuring atmospheric turbulence 
at Adelaide using a radar technique. The basic idea was simple. If radar echoes 
are returned from atmospheric scatterers with varying velocities, the spectrum 
of the returned signals will be broadened by the Doppler effect. Measurement 
of the spectral width will give information about the magnitude of the random 
velocities and hence about the intensity of the turbulence. 

Radar 

Fig. 8. Schematic diagram representing 
radar scattering from a set of scatterers 
with random turbulent velocities. (The real 
scatterers will not be point-like.) 

Fig. 8 shows schematically a set of scatterers which have random turbulent 
motions with r.m.s. velocity v rms . The actual probability distribution of Vr, 

the velocity component in a specified radial direction (in this case vertical), is 
assumed to be given by 

p( vr ) oc exp ( - vI ). 
2vrms 

(12) 

A scatterer with outward radial velocity Vr will produce a Doppler shift given by 

2 
f = - >: Vn (13) 

where A is the radar wavelength and f is the change in frequency relative to the 
transmitted frequency. 
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The power spectrum Wt(f) due to turbulence alone is obtained by substituting 
Vr from (13) into (12), giving 

( >..?f2) (f2) Wt(f) ex: exp - -2- = exp -"2 ' 
8vrms ft 

(14) 

where it is the e-1 half-width of the power spectrum. Thus by measuring ft, 
Vrms can be found from 

Vrms = >"'ft/2...j2 . (15) 

This procedure is the same as that used to find the temperature of a gas by 
measuring the thermal broadening of an emission line. 

v .. 

• • 0 '0° •••• ~ 1~ ,/.. . .. "'. .. ..... I \...... ~ ..... 
V rms 

W(s) 

\\ \ \\\ \ 

Fig. 9. Schematic diagram 
representing the situation when the 
scatterers have random turbulent 
velocities and are also transported 
by a constant horizontal wind. Here 
W (s ) ds is the power returned from 
the range s to s+ds, where s = sinO. 

If this were the full story, the technique would be simple. Unfortunately, a 
serious complication arises because of the presence of the horizontal wind. Fig. 9 
shows schematically the situation when the atmospheric scatterers have a mean 
velocity v and an r.m.s. turbulent velocity vrms . Here W(s) represents the power 
returned as a function of angle, where s = sinO. For narrow antenna polar 
diagrams, this will depend mainly on the radar polar diagram, rather than on 
the scatterers themselves, and can therefore be assumed to be known. In fact, 
Hocking showed that a good approximation to the power polar diagram of the 
whole Buckland Park antenna array, with all elements connected in phase, is the 
Gaussian of equation (9), where So is a measure of the half-width of the beam, 
and he used the array in this way as a receiving antenna. Now, a radio wave 
arriving at a zenith angle 0 will have a Doppler shift due to the horizontal wind 
v given by 

2. 2vs 
!=--vsmO=--. 

>... >... 
(16) 

(Of course, the real two-dimensional case is more complicated; see Hocking 1983a.) 
The power spectrum Wv(f) due to the wind alone is found by substituting s 



O
bs

er
va

ti
on

s 
of

 A
tm

os
ph

er
ic

 D
yn

am
ic

s 
14

1 

fr
om

 (
16

) 
in

to
 (

9)
, 

gi
vi

ng
 

(1
7)

 

w
he

re
 

Iv
 =

 2
V

So
/A

. 
(1

8)
 

T
h

e 
qu

an
ti

ty
 I

v 
is

 t
h

e 
e
-I

 h
al

f-
w

id
th

 o
f 

th
e 

po
w

er
 s

pe
ct

ru
m

 d
ue

 t
o

 t
h

e 
ef

fe
ct

 
of

 t
h

e 
w

in
d 

al
on

e.
 

Si
nc

e 
So

 f
or

 t
h

e 
la

rg
e 

an
te

nn
a 

ar
ra

y 
is

 k
no

w
n,

 a
n

d
 v

 c
an

 b
e 

m
ea

su
re

d 
w

it
h 

a 
sp

ac
ed

-a
nt

en
na

 e
xp

er
im

en
t,

 w
e 

ca
n 

as
su

m
e 

th
at

 I
v 

is
 k

no
w

n.
 

N
ow

 t
h

e 
ob

se
rv

ed
 p

ow
er

 s
pe

ct
ru

m
 o

f 
th

e 
re

tu
rn

ed
 s

ig
na

l 
w

ill
 b

e 
a 

co
nv

ol
ut

io
n 

of
 t

h
e 

ef
fe

ct
s 

of
 w

in
d 

an
d 

tu
rb

ul
en

ce
. 

T
hi

s 
ca

n 
b

e 
se

en
 

by
 c

on
si

de
ri

ng
 t

h
e 

si
gn

al
 a

rr
iv

in
g 

at
 a

 
ze

ni
th

 a
ng

le
 B

. 
T

hi
s 

ha
s 

a 
m

ea
n 

D
op

pl
er

 s
hi

ft
 g

iv
en

 b
y 

(1
6)

 
to

ge
th

er
 w

it
h 

a 
's

pr
ea

d'
 g

iv
en

 b
y 

(1
4)

. 
F

or
 e

ac
h 

di
re

ct
io

n 
th

e 
si

gn
al

s 
ar

e 
sp

re
ad

 i
n 

fr
eq

ue
nc

y 
du

e 
to

 t
h

e 
tu

rb
ul

en
ce

, 
an

d 
th

es
e 

sp
re

ad
 c

on
tr

ib
ut

io
ns

 m
us

t 
be

 a
dd

ed
 t

o
 g

iv
e 

th
e 

re
su

lt
an

t 
po

w
er

 s
pe

ct
ru

m
. 

T
hi

s 
is

 t
he

 c
la

ss
ic

al
 d

ef
in

it
io

n 
of

 
a 

co
nv

ol
ut

io
n 

(e
.g

. 
B

ra
ce

w
el

l 
19

65
).

 
T

hu
s 

w
e 

ca
n 

w
ri

te
 f

or
 t

h
e 

re
su

lt
an

t 
po

w
er

 
sp

ec
tr

um
 W

tv
(l

) 
du

e 
to

 b
o

th
 t

ur
bu

le
nc

e 
an

d
 w

in
d 

(1
9)

 

w
he

re
 ®

 
re

pr
es

en
ts

 a
 c

on
vo

lu
ti

on
. 

It
 c

an
 e

as
il

y 
b

e 
sh

ow
n 

th
at

 W
tv

 (I
) 

is
 a

ls
o 

G
au

ss
ia

n 
w

it
h 

an
 e

-I
 h

al
f-

w
id

th
 1

0 
gi

ve
n 

by
 

I~
 =

 I;
 +

 I
f.

 
(2

0)
 

T
hu

s,
 s

in
ce

 1
0 

ca
n 

b
e 

m
ea

su
re

d 
an

d
 Iv

 i
s 

kn
ow

n,
 
It 

ca
n 

b
e 

fo
un

d.
 

T
h

e 
r.

m
.s

. 
tu

rb
ul

en
t 

ve
lo

ci
ty

 t
h

en
 f

ol
lo

w
s 

fr
om

 (
15

).
 

In
 p

ra
ct

ic
e,

 t
h

e 
co

rr
ec

ti
on

 fo
r 

Iv
 i

s 
of

te
n 

la
rg

e,
 s

o 
th

at
 t

h
e 

re
qu

ir
ed

 !
l i

s 
th

e 
sm

al
l 

di
ff

er
en

ce
 b

et
w

ee
n 

tw
o 

la
rg

e 
qu

an
ti

ti
es

. 
T

o 
m

ak
e 

Iv
 a

s 
sm

al
l 

as
 p

os
si

bl
e,

 
w

e 
ne

ed
 a

 n
ar

ro
w

 p
ol

ar
 d

ia
gr

am
 f

or
 t

h
e 

re
ce

iv
in

g 
an

te
nn

a 
(s

o 
sm

al
l)

. 
T

hi
s 

w
as

 
w

hy
 t

h
e 

B
uc

kl
an

d 
P

ar
k

 a
rr

ay
 w

as
 s

o 
us

ef
ul

 f
or

 t
hi

s 
w

or
k;

 i
t 

is
 t

h
e 

la
rg

es
t 

ar
ra

y 
of

 i
ts

 t
yp

e 
in

 t
h

e 
w

or
ld

 f
or

 w
or

k 
at

 m
ed

iu
m

 f
re

qu
en

ci
es

. 
T

hi
s 

us
e 

w
as

 c
er

ta
in

ly
 

no
t 

en
vi

sa
ge

d 
w

he
n 

it
 w

as
 d

es
ig

ne
d.

 
T

yp
ic

al
 r

es
ul

ts
 o

bt
ai

ne
d 

fo
r 

V
rm

s 
in

 t
h

e 
he

ig
ht

 r
an

ge
 6

0-
95

 k
m

 a
re

 o
f 

th
e 

or
de

r 
of

 3
 m

s-
I .

 
T

hi
s 

co
rr

es
po

nd
s 

to
 a

 
tu

rb
ul

en
t 

en
er

gy
 d

is
si

pa
ti

on
 r

at
e 

of
 a

bo
ut

 
O

· 1
 W

 k
g

-I
. 

O
f 

co
ur

se
 t

h
e 

re
su

lt
s 

va
ry

 w
it

h 
he

ig
ht

 a
nd

 t
im

e,
 a

n
d

 H
oc

ki
ng

 h
as

 
m

ad
e 

a 
de

ta
il

ed
 s

tu
d

y
 o

f 
tu

rb
ul

en
ce

 i
n 

th
is

 h
ei

gh
t 

ra
ng

e 
(H

oc
ki

ng
 1

98
3a

, 
19

83
b,

 
19

85
, 

19
88

, 
19

90
).

 T
h

e 
ab

ov
e 

is
 a

n
 o

ve
r-

si
m

pl
if

ie
d 

ac
co

un
t 

of
 h

is
 w

or
k,

 f
or

 w
hi

ch
 

he
 w

as
 a

w
ar

de
d 

th
e 

P
aw

se
y 

M
ed

al
 o

f 
th

e 
A

us
tr

al
ia

n 
A

ca
de

m
y 

of
 S

ci
en

ce
 i

n 
19

90
. 



142 B. H. Briggs 

6. Analysis in the Frequency Domain 

It is interesting to note that the approach described in Section 5 contains the 
same physical content as the 'correlation analysis' of Section 2. That is, both 
include the effects of a uniform horizontal wind, together with turbulent motions 
of the individual scatterers. The only difference is that in Section 2 the description 
was in the time domain, through the use of auto- and cross-correlation functions 
of the time series, while in Section 5 the description was in the frequency domain, 
through the use of the power spectrum. It is therefore of interest to see whether 
the two approaches are actually equivalent. 

The Wiener-Khintchine theorem tells us that the autocorrelation function is 
the Fourier transform of the power spectrum. This suggests taking the Fourier 
transform of (19). The left-hand side gives us the autocorrelation function, and 
the right-hand side, by the convolution theorem, becomes the product of the 
Fourier transform of the two Gaussians. Thus, we have 

(21) 

This is, indeed, of the same form as (8) with the constants related as follows: 

2 2 v2 
7r Iv = (r ' (22) 

(22) 

Equation (22) follows immediately from (10) and (18), remembering that V = 2v. 
Equation (23) is the expected relation between the width of the power spectrum 
(for an observer moving with the pattern) and the pattern lifetime, in view of 
the fact that the power spectrum is the Fourier transform of the autocorrelation 
function. 

Thus, it appears that the two approaches are equivalent. The physical basis 
of the theory is much clearer, however, when it is formulated in the frequency 
domain than in the time domain. Perhaps if it had been formulated in this way 
in the 1950s it would have been less controversial. 

This naturally raises the question as to whether the whole analysis can be 
carried out in the frequency domain. If the turbulent intensity can be obtained 
from the corrected power spectrum, then can the horizontal wind be found 
from the cross spectrum, which is the Fourier transform of the cross-correlation 
function? The answer is that it can, and there has recently been considerable 
interest in this possibility. Some formulations give only the apparent velocity, 
but Briggs and Vincent (1992) have recently shown how the true velocity can 
be obtained from an analysis which is the exact frequency-domain equivalent of 
the standard time-domain analysis. Since the two methods are mathematically 
equivalent, the frequency domain method cannot give anything new, but it 
may have practical or computational advantages. One such advantage is that 
when using it, interference occurring on specific known frequencies can easily be 
removed. 
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Fig. 10. Power spectral density (PSD) of echoes returned from a 
range of 86 km at Christmas Island. The strong peak at 0·14 Hz 
is produced by echoes from the surface of the sea. ('FrequencY' 
indicates frequencY offset from the transmitted frequencY.) 
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An example of such interference is that axising from sea echoes. The Adelaide 
group operates a radax at Christmas Island (2°N,157°W) (Vincent and Lesicax 
1991). As it is completely surrounded by sea, it is particulaxly susceptible to 
interference by echoes reflected from the surface of the sea, due to a small 
leakage of radiation in the horizontal direction. Sea echoes occur when the sea 
surface has a significant Fourier component aligned perpendiculax to the line of 
sight and with a wavelength equal to one-half the radax wavelength, since such a 
component satisfies the Bragg reflection condition. Now in deep water, sea waves 
of a specified wavelength always travel at the same known speed and therefore 
produce a known Doppler shift. For the 2 MHz radax at Christmas Island the 
expected Doppler shift is 0 ·14 Hz. Fig. 10 shows a power spectrum of the echoes 
returned from a range of 86 km. The spread of power axound 0 Hz is due to 
the atmospheric scatterers at a height of 86 km, but a naxrow peak at 0 ·14 Hz 
can also be seen. This is the power scattered back from the sea surface at a 
horizontal distance of 86 km from the radax. For the example of Fig. 10 this sea 
scatter would not be much of a problem, because it is well sepaxated in frequency 
from the wanted signal. However, the atmospheric signal is sometimes spread 
over a much wider frequency band, and the sea scatter may be in the middle of 
it. It is easily eliminated by giving frequencies close to 0 ·14 Hz zero weight in 
any statistical procedures which axe applied to the data. Such illtering can be 
done in the time domain also, but it is much easier to do it when working in 
the frequency domain. 

7. Measurements of Vertical Flux of Horizontal Momentum 

During the last decade or so it has been realised that conventional driving 
forces axe unable to explain the general circulation of the atmosphere, and that 
a probable explanation of the discrepancy is momentum transport by waves. A 
familiax example of how waves can deposit momentum is the breaking of waves 
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on a beach. The fact that objects can be transported up the beach shows that 
considerable momentum is being released. In the atmosphere internal gravity 
waves are generated near the Earth's surface by various processes such as storms, 
cold fronts and winds blowing over mountains. The waves then travel upwards 
and actually grow in amplitude in order to preserve energy as the density of 
the atmosphere decreases. (The kinetic energy per unit volume is ~pu'2, where 
p is the density and u' the perturbation air velocity due to the wave. Thus 
as p decreases u' must increase.) Eventually the waves are either absorbed or 
reach such large amplitudes that they 'break'. In either case, the momentum 
and energy are deposited, leading to acceleration and heating of the atmosphere. 
The effects in the 60-95 km height range are large due to the fact that the waves 
are generated near the ground where the density is high, and they deposit their 
energy and momentum in a region where the density is smaller by a factor of 
the order of 105 or 106 • 

The horizontal momentum per unit volume due to the wave is pu', and if 
the upward perturbation air velocity is w', the mean vertical flux of horizontal 
momentum is pu'w', where the overbar denotes a time average. Of course, 
a constant flux of momentum passing through a region will not produce any 
acceleration; it is the divergence of the flux which causes a net deposition of 
momentum and hence an acceleration. It can be shown that the force per unit 
mass F (Le. the horizontal acceleration) is given by 

1 d -
F = - - - (pu'w') . 

p dz 
(24) 

Note that p is a function of height z, and so it does not cancel out; the variation 
of p with z can be obtained from a model atmosphere. 

It seems unlikely that it will ever be possible to develop a theory to predict 
the vertical flux of momentum on a global scale, because of the capricious nature 
of the wave sources, and the fact that small scale waves cannot be included in 
global numerical models. A method for measuring the flux directly is required, 
and for this measurements of u' w' as a function of height are needed. In the 
early 1980s Vincent and Reid (1983) devised a method for using the Buckland 
Park array to do this. It is another use for the array which was certainly not 
thought of when the array was first designed. 

The principle of the method is shown in Fig. 11. Two beams are generated 
at angles ±o on either side of the zenith, using all 89 elements of the array 
with suitable phasing. The radial velocity fluctuations produced by gravity waves 
are measured for these two directions by determining the mean Doppler shifts 
of the radar echoes as a function of time. Let these velocities be v(O, R) and 
v( -0, R), where R is the range selected by the radar. Then, by writing down the 
expressions for the radial components of the perturbation air velocities u', w', it 
can be shown that (Vincent and Reid 1983) 

- v2 (0, R) - v2 ( -0, R) 
u' w' = -..:.......:.--'---'....----'----'-

2 sin 20 ' 
(25) 
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u' ~ ----r/V (8,R) 
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Fig. 11. Twin-beam technique for measuring the vertical flux of horizontal momentum. 
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Fig. 12. Open circles show the vertical variation of the measured 
values of u'w' (upper scale). The solid circles show the derived 
values of acceleration F (lower scale). (After Vincent and Reid 
1983.) 

where the overbars represent time averages. Since z = R cos (), and different 
ranges can be selected by the radar, (25) enables u'w' to be determined as a 
function of height z. This can then be used in (24) to find F. 



146 B. H. Briggs 

Typical results are shown in Fig. 12. The measured flux u'w' and the derived 
values of F are both shown as functions of height over the range 80 to 92 km. The 
flux and the acceleration are both negative, indicating a westward acceleration. 
The magnitude is of the order of 15 ms-1 per day. This is very significant, and 
quite comparable with the accelerations produced by other forces which drive 
the general circulation. More recent results can be found in Fritts and Vincent 
(1987) and Reid and Vincent (1987). 

It is very important to understand the general circulation of the atmosphere 
in order to be able to model possible changes due to anthropogenic effects 
such as increasing carbon dioxide. General circulation models certainly cannot 
neglect momentum transport by waves, but such effects will have to be included 
by empirical parametrisations, based on measurements. Radar techniques are 
therefore very important. 

8. Future Plans 

The Buckland Park array has some limitations. In spite of its large size the 
beamwidth using all 89 elements at 2 MHz is ±4·5° to half power. A narrower 
beam than this would-lead to improvements in turbulence measurements and also 
in momentum flux measurements, because the off-zenith angles would be more 
accurately defined. The same is true for measurements of horizontal winds by 
a Doppler technique using off-zenith beams (not discussed in this paper). Also, 
at present the beam-forming techniques are based on the use of 'plug-in' cables 
which have to be set up manually-a time-consuming process. 

When it was designed in the 1960s, the array was a large project which 
stretched available finances to the utmost. For economy reasons, it was designed 
to be used only for reception. The radar transmitting antennas were small and 
quite separate from the large array (see Fig. 4). If the whole array could be used 
also for transmission (and most radars do use the same antenna for transmission 
and reception), the effective beamwidth would be decreased, and the sensitivity 
would be increased. 

A complete redesign along these lines is at present being implemented, under 
the direction of Dr I. M. Reid. It is planned to use 30 modular translnitters, 
each driving a section of the array. The power-aperture product will be increased 
by two orders of magnitude over the present value. Computer-controlled beam 
forming will be incorporated in place of the present cable systems, so that rapid 
beam changing will be possible. Previous observations will be continued with 
greater precision and sensitivity, and new types of observations will become 
possible. A digital image-forming technique may be used, with 30 radio receivers, 
each connected to three dipoles of the array. 

9. Discussion 

Any tracing of the history of a technique by following developments in one 
research group is bound to be unbalanced. In this review I have not, in general, 
mentioned the important contributions made by workers in other groups. I 
would therefore like to end by stressing that cooperation between groups is 
especially important in atmospheric physics, because of the global nature of the 
phenomena. Coordinated campaigns of simultaneous observations are invaluable. 
The University of Adelaide group does have close links with other groups, both 
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in Australia and overseas. In some cases, portable experiments are bro:.lght 
and set up adjacent to the Buckland Park array. We are most grateful for 
this collaboration which exists with other university groups in Australia, and 
with CSIRO, the Bureau of Meteorology, and DSTO. We also have valuable 
cooperation with overseas groups in Japan, the USA, Germany, New Zealand 
and elsewhere. This type of cooperation has been well fostered by the present 
leader of the group, Dr R. A. Vincent, who is a member of many national 
and international committees, and is currently President of the International 
Commission for the Meteorology of the Upper Atmosphere. 
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